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Abstract. Crisis management challenges decision support systems de-
signers. One problem in the decision marking is developing systems able
to help the coordination of the different involved teams. Another chal-
lenge is to make the system work with a degraded communication infras-
tructure. Each workstation or embedded application must be designed
such as potential decisions made trought other workstations are treated
as eventualities. We propose in this article a multi-agent model, based
on an ant colony optimization algorithm, and designed to manage the
inherent complexity in the deployment of resources used to solve a crisis.
This model manages data uncertainty. Its global goal is to optimize in
a stable way fitness functions, like saving lives. Moreover, thanks to a
reflexive process, the model manages the effects of its decisions into the
environment to take more appropriate decisions. Thanks to our trans-
actional model, the system takes into account a large data amount and
finds global optimums without exploring all potential solutions. In per-
spective, users will have to define rules database thanks to an adapted
graphical interface. Then, if the nature of the crisis is deeply unchanged,
users should be able to change rules’ databases.

1 Introduction

Today, crisis management is an important domain throughout the world. Crisis
can be earthquakes, industrial accidents, nuclear crises, etc [1]. Moreover, crises
can appear as an imbrication of several emergencies, which can produce more
complex crises. One issue is to manage and minimize the effects of this complex-
ity. Our work is centered on tasks planning and resources deployment, through
an embedded application distributed into an asynchronous network.

This study refers to the project AidCrisis, financed by the French Region
Champagne-Ardenne and the European Regional Development Fund. The project
aims to produce solutions for the decision making, in order to prevent mainly
from nuclear, radiological, bacteriologic and chemical risks. Three kinds of as-
pects have been discriminated [2]. The first one consists of preparing or antici-
pating potential crises, through classification of circumstances, identification of



critical sites, training, scripting events [3], simulation, etc. The second aspect
consists of treating an ongoing crisis, by identifying it, deploying resources and
managing the logistic, dealing with localized events, and exposing results. The
third aspect consists of analyzing the crisis after its progression, into order to
deduce lessons.

During the treatment step, several groups, like first aid agents, police, Doc-
tors, government delegates must collaborate into the working site. Each group
has to follow its own organization, and its own goals, according to a categorized
event. Three kinds of groups have been segmented [1], which are the management
centers, the hospital centers, and the agents working on the accident area.

We present into this article a model that enables the constitution of a strat-
egy to apply considering a crisis and the deployment optimization of the human
and material resources. Let see one possible scenario. One person, which can
be a professional or a civil person, declares a fire. It specifies the type of fire,
like house fire, factory fire, nuclear power station fire, etc. If we consider a pes-
simistic senario where the user does not have time to specify which kind of fire
appeared, the system considers all possibilities as valid, with the respect to their
probabilities of occurences. For each possible event, the system deliberates which
tasks it had to plan thanks to a graph of possible actions. In our fire example,
tasks can be ground-to-ground intervention, or air-to-ground intervention. The
tasks choice depends on their efficiency, but also on the availability of the needed
resources. Moreover, the system considers events which are likely to appear and
manage conflicts of resources deployed at the same time for several goals. We
propose in this article a data structure and an algorithm of combinatorial opti-
mization adapted to the introduced problematic.

In the section 2, we relate the different algorithms of optimization and we
justify our choice. According to a particular data structure articulating events,
goals, tasks, and resources, we propose an adaptation of the chosen algorithm
into the section 3. This model is adapted for large scale applications, manages
uncertainty, and by a reflexive process, adapts its decision process according to
the effect of its decisions over the time. We end with a conclusion and perspec-
tives into the section 4.

2 Related studies

2.1 Critical of statistical approaches

Statistical approaches have this default that although their predictions seem in
average good, they can seriously induce the human and computer deliberation to
severe faults. For example, Parunak et al. [4] have demonstrated how a colony
of agents, typically a prey/predator ecosystem, can prove wrong a statistical
approach. Others objections have been done about more complex statistical ap-
proaches, for example in the finance domain [5, 6]. [6] proposes to prefer more
stable laws like those of Pareto to deal with random variables which does not
follow a normal distribution.



The interpretation of a model is often developed according to the model it-
self, and the only way to develop the criticism and to avoid a kind of fatalism
would be to construct new models. By opposition or competition with statis-
tical based models, our way is to develop a simulation based model designed
for coordination and assignment of human and material resources. Simulation
based model have the advantage to make appear empirically unlikely phenom-
ena, where statistical approaches can consider some potentially important events
as insignificant. However, both simulation and statistical based model can ac-
cumulate approximations, which should make the system producing incoherent
data, then incoherent decisions. To avoid, or at least to limit this phenomena, we
suppose that the introduction of the data uncertainty should force the system
to have a stable reaction.

Simulation, optimizations, and finally decision making are done according to
several goals which can be independent or correlated. We will describe now the
related approaches that deal with multi-goal optimization.

2.2 Combinatorial optimization

A problem of combinatorial optimization can be defined as follow: considering
a set of combinations S and a fitness function f : S → IR, the combinatorial
optimization consists of find the combination s ∈ S minimizing f such as: f(s) ≤
f(si),∀si ∈ S.

According the related works exposed in [7], two main types of optimization
algorithms exists: complete approaches and heuristic approaches.

Complete approaches, like branch and bound solutions, or dynamic program-
ming solutions, have to explore every combination contained into S. They do not
permit to resolve problems whose complexity class is NP.

Heuristic approaches can be decomposed into two kinds of approaches: local
search approaches and constructive approaches.

Local search approaches [8] consist of make solutions progressing into their
neighborhood. The main difficulty of these approaches is to avoid local optimum.
Simulated annealing method [9] was inspired from annealing in metallurgy. It
is a statistical method which consist of virtually control the temperature of the
material, i.e. the set of solutions. If the temperature is hot (or cold), particles
are free (or not) and then solutions are free to move from one to another (or
not). Then, the method consist of progressively decreasing the temperature, to
make the system converging to the better optimums. Inspired from observations
of the nature, genetic approaches [10] consist of generating competition between
individuals of a population, thanks to reproducing, genetic mutations, and fit-
ness functions. Several strategies have been developed in the genetic algorithms
domain, to avoid local optimums, but global optimums cannot be insured. Par-
ticle swarm optimization [11] is also an evolutionary approach, but based on a
stochastic approach. The method is inspired from the observation of the move-
ment of organisms in a bird flock or fish school. Particles adapt their speed



and their directions according to the current optimal solutions, to discover new
potential solutions.

Constructive approaches start with empty solutions, and construct them pro-
gressively. With dreedy algorithms, the choice of each element can be made ran-
domly, or according to a heuristic, called gradient criterion. The performance of
theses approaches depend highly on the gradient criterion. So it is not adapted
for all applications. Estimation of distribution algorithms [12] are evolutionary
models based on the progressive construction of probabilities defining the quality
of each choice. Initially proposed in [13], optimizations by ant colony consist of
taking advantage in the use of intelligence emerging from a collective work of
an ant colony. The ant colony optimization (ACO) consist for ants in founding
the shortest path between the anthill and the nearest located food. Ant colony
algorithms are well adapted for problems whose complexity class is NP. We will
see how this algorithm is mathematically formalized for multi-goal optimization
problems.

In most time, our application should coordinate local resources to manage a
crisis. Moreover, every combination of task and every strategy do not have to
use all human and material resources. But sometimes, in a severe crisis context,
the system could take into account a large set of resources. For example, in a
forest fire context, the system could have to call firemen which come from other
regions, and sometimes from other countries. Taking account of every resource of
every region could become a very complex problem. But the ant colony algorithm
let show us that ants do not really explore all their environment and become
near from their anthill. Moreover it is possible to limit the exploration of the
ants according to the best current obtained path. Then, even if a workstation
does not have the entire data of the entire regions, the ants can move from a
workstation to another to look for their goal. And because, they don’t have to
explore all their environment, the system can resolve a goal without making all
workstations contributing to the problem. For this reason, ant colony algorithm
appears for us well adapted.

3 The proposed approach

3.1 Goals

Thanks to a rules database defined by competent actors, the system has to gen-
erate a plan of actions and a plan of deployment of the different resources, this to
manage the crisis ongoing, its uncertainty, and its dynamical reaction to human
intervention. Another challenge is to work with different workstations repre-
sented by actors located on different regions. The reason for this distribution
is justified by the necessity to, 1) enable the system working with a deterio-
rated network, and 2) involve actors coming from other regions in some cases.
We present an optimization algorithm which does not explore all the space of
solutions.



3.2 Data structure

Structurally, the input data is organized as follow. From a graphical interface to
define, and before a crisis appears, different actors into the management center
can enter into the system different kind of possible events. These events corre-
spond to possible real events like fire, health problem, aggression, etc. Each of
these events/problems can be specialized into sub-events. For example, fire can
be specified as a house fire, a public building fire or a nuclear power station fire.
Moreover, a set of events can be a superposed state. Moreover, each event can
trigger other events according specific functions, which can depend from time
and more generally from the evolution of the parent event parameters. For each
event, the system has to solve a goal. A goal can have several fitness functions
to minimize. To reach this goal, the user has to enter a graph of possible tasks
to apply. For each task, a list of resources can be used. Moreover, each task can
be localized or not. If it is the case, the system generates tasks of transportation
of resources.

3.3 Algorithm

The first step of our method is to decompose according to a discrete grid, events
which have superposed time positions and superposed space positions, into su-
perposed events which have unique positions.

Then the system deduces the list of goals it has to solve. For each goal,
the system will have to plan the allocation of resources according to time and
space, and without conflict with other goals. One solution to solve these goals
is to consider them as a global multi-goal optimization problem. However, this
solution will force the system to process a global optimization centralized into
one server, and making the entire network dependent from this server. Instead
of this solution, we propose a transactional model. Our solution consists of op-
timizing each individual goal as bubble of realities. Then, if two bubbles have
conflicts of resources, a parent bubble will be generated to solve these conflicts
by generating sets of constraints adapted for each possible alternative solution.
Thanks to this transactional model, resources data which can be located only
into other servers, workstations, or smart-phones, are explored during the goal
optimization step only when no close free resource has been detected. As for the
transactional memory programming [14], this method should give in most cases,
better performances. The figure 1 shows how node bubbles are optimized. When
all bubbles have been optimized, and when all bubbles have no conflict with any
bubbles, than the system goes to the dynamical projection step.

When a task is applied into the environment, the state of the system is likely
of changing. With our data structure, the application of a task, or the application
of another task will change the evolution of the events, and those of the triggered
events. So deliberation of the system can alter the variables responsible of this
deliberation, and then alter this deliberation. Since we do not consider global
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Fig. 1. Node bubble optimization process (diagram of activities).

exploration, we have developed the next strategy. When all bubbles have been
optimized, the system projects for each bubble their related decisions over time,
and deduces new future events. These last are merged with equivalent events
which have been deduced in the previous loops. The fusion process consists of
considering a same deduced event as an event which has superposed states. From
this set of deduced events, is deduced a new set of bubbles. If changes have been
detected, the system goes back to the bubble optimization step. Else, it proposes
its plan of resources deployment and its plan of tasks to apply.

3.4 Ant colony optimization (ACO) for multi-goal optimization
problems

Our system must be able to solve problems which are formalized according to
several goals, i.e. several fitness functions. [15] discussed several ACO approaches
adapted to multi-goal problems. Experimentations have been done in [7] and it
appears that the best of these approaches (m-ACO6) is also a Pareto based ap-
proach. m-ACO6 appears also better than several evolutionary algorithms [7].
We will present in this subsection the mathematical formalism of the m-ACO6

approach [7], that will enable us to develop our model.

Considering that ants construct solutions through a graph G = (V,E) whose
definition depends on the problem to solve, pheromones are associated to each
node of the graph. The algorithm 1 show how an anthill loop is repeated until
optimization has found a stable state, or has reached a maximum number of
loops.

4 Conclusion and perspectives

We have proposed a model able to plan a set of tasks and able to deploy a
set of resources according to declared events during a crisis, but also according



Algorithm 1 Generic ACO algorithm for multi-goal optimization problems

initialize pheromones marks to τmax

repeat
processing an anthill loop...
for all ant k ∈ colony do

construct a solution
simulates the application of this solution into the environment through
Influence(P (OAE), Si, OR)
chooses randomly a fitness function to optimize fCi,AE0(x)c
evaluates the results of this simulation thanks to the chosen fitness function
forgives the effects of the simulation

end for
for all c ∈pheromones structures do

update the cth structure of pheromones
if one mark is lower than τmin, set it to τmin

if one mark is higher than τmax, set it to τmax

end for
until A maximum number of cycles is reached or the optimization process is stable

to a set of simulated events over the future. The system processes a reflexive
deliberation by applying a projection of its decisions over time, and by deducing
related issues to deal with. Moreover, it manages data uncertainty, according to
a formalism based on the Pareto law that produces stable results, in the context
of a stochastic environment. Finally, the model produces a global optimum by
exploring solutions locally in a first step, and globally if necessary. This solution
is then adapted to large scale systems, that should be a huge distributed network
of workstations. This work can then be introduced into a more global project,
i.e. the conception of an asynchronous and distributed embedded application
able to manage the deployment of human and material resources in the context
of a crisis.

Future works should be centered into: the introduction of a user avatar taking
into account the preferences of the user; the management of uncertainty related
to avatars when workstations are disconnected from the network; the simplifica-
tion of data managed by users through a participative solution and through an
ergonomic interface [16,17]; the process of experimentations and evaluations.
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